QUIZ 1

1. What is difference between KMeans and KNN ?

K-Means is an Unsupervised learning technique

‘K’ in K-Means is the number of clusters the algorithm is trying to identify/learn from the data. The clusters are often unknown since this is used with Unsupervised learning.

It is typically used for scenarios like understanding the population demomgraphics, market segmentation, social media trends, anomaly detection, etc. where the clusters are unknown to begin with.

---------------------------------------------------------------------------------------------------------------------------

KNN is a Supervised learning technique

‘K’ in KNN is the number of nearest neighbours used to classify or (predict in case of continuous variable/regression) a test sample

It is used for classification and regression of known data where usually the target attribute/variable is known before hand.

2.What are distance functions used in KNN ?

1.Euclidean distance

This algorithm  is only valid for continuous variables.This algorithm is used mostly for regression.  It could be used to measure the "similarity" between two vectors (though you should normalize the data first). The Euclidean is often the "default" distance used in e.g., K-nearest neighbors (classification) or K-means (clustering) to find the "k closest points" of a particular sample point. Another prominent example is hierarchical clustering, agglomerative clustering (complete and single linkage) where you want to find the distance between clusters.

![Image result for euclidean distance](data:image/gif;base64,R0lGODdhQwFtAIQAAP///wAAANDQ0ICAgMDAwODg4LCwsHBwcBAQEKCgoCAgIDAwMGBgYEBAQPDw8FBQUJCQkLW1tQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACwAAAAAQwFtAAAF/iAgjmRpnmiqrmzrvrBLzHQtBHiu73zv/8CgcEgsGo+/mHLJbDqfKQIQgaxar9istgjter/gpTRMLpvP6LR6DR2z3/C4fE4/u+v4vH7PR9/7gIGCg4F/hIeIiYpfhouOj5CRAI2SlZaXdZSYm5ydYJqeoaKjK6Ckp6ihpqmsrZGrrrGyg7CztreZAbi7vHq1Mg4iDgQFvcbHJb8sEAQIBQbMDwPI1L0RulAFCQABDQIiytXinuEpCQUFAdsiCdjj763lKMXtxSIMCvD6qfIp+CQIDuwbOKofCgUMRhgI8M0ewYeXDJpItw7AP20QM1aSWKLeiAYCIQTTSNIRRxIH/vKNGMAggYGSMBWdHOHAoQgBNmPqLORup89YM38KldlzqFFRQY8q7ZN0qVM8TZ9KjRN1qlU1q25s+YHgqlcWqwpQycFggNmzaNOibdBggY+KX+OSuMZiYY4GTwRAeKADr9y/IuiyOKBjGhQHA8Z+Ayz3l9scBLwUaBAgIeO4vwSMDYBgZBcGnS+7eImngOdXRVW0y/EAzAO4J0i7Mt3nwOI6DhicfhSOgQ4IXxwsUGFbVu7dJBCzFalCgNrnZiObYCA9j4MGyInCcKBAx20oBrJbrB7renbEDRsg+F6iAAG7B2rMMHCAimESCQTyMWAZUjmtOCwg3hf54cLfCQw4/uRAACqlkE4AOY2QjmwiFKDAgHM0QOEi8kCgQ39lWIhhKhqagINDlLHXEYMqLECeRffxQUCDJqXWAmU5wAZGWbzMaMIDF34UwIsl+AaiCdiRkE6EeiigIyL9OLCZMyFC2IuTKyjQlQrdPflRkcMJkpJ/NrYgRQ5hhsFAmruMGUUAwDl4YnLktQZQjEwxxFuZLQygg35gIIDnLVKoOMICR5rQDo0AJODlJEMSEsCgh3D0GA5EOiFFprZMigIDiU5XWQkNMCmCnwMaYNYD3whQVnHbmZUkfoCSsIBfHPLZglg5hOYFqimoOgCrALg6AKzWybpbgS3cekICcWapjoQD/jBaAl/mSKcZAcAJoGUM+jVwpALWAqDenk/YhQOuUGCLQgLaIsBtsd/qEe645Z5wbkcVoTPPumw10F2oH7FLAgExMhiMn2yyAK8ICLCbTqh+tuDhEVt+oqsLvuVA6RJsoYAwCQoDwLAeDwMQsZKj9lmUAHAx9yyLtj7KjcEj2HlTy4iNeC04no7QzpN+ckqnfEgjbegTMwnnXRfdoKBzsTwP4LMadkoR49AuFD2CAA2k1TAJRpJqqghRn7D1tEwY5ptNb6sd6SKC5bVZkE+kbcLaNgOwQK1quG3lCHEfCvhKc6vMA84jdElqCRvqrULhTiDQMLkoeE33xi9cHMDU/k1I7s/gKRCrgudERKuC5SVgToLpeycOw4M5fTcyyYyb4LoTC6k+ceayQ8n5C3wJCHXurecbwzBJN0+Az72zTLDcRqtGcwqzjiD6Cb8/QXmjbMdePSBJaeYrFNtP1LIg33PddfAcr38CAYk6u4L7Imzowu73kF4CsCtAHREyxojhsYA76/mC/awHlw0VYGlq4J9FSPdAFQAwBo5LwQJUtC8TVOd7oHOB6CT4uuExz3lJg2ATmuYW/Tmhg8kgnP+mRoAE8EgOI2xQDW94AnfFgHb+YFzFkAQnEXQHPw5UgPFSsLIRSGF6IduDCoEGBd+orgtDJFURAXBEocnGAcA5/gDy0NBEoFkGjAAQI/bGaI7rQY4yT1oIkTAFAAgAUACH81MADke2NF0nfCbioxwsBBYDpoAw02uCHE0UKTsGYCR4xE8xEDKHNdEEjuyY5PT2CAMCtAUHEQtYwHKQrwVdsVHUGcA2bMgtSlmIkim4zgBqCIHvkeAGLpSDb6bIkXawkQmmVFQqV0kdO7YHUuMzgyxpWbhibAoFuJTDA0IIAPd4Zhgj+piSiMFF5UGAgHV4kCCdaEgPBmCJZJgm955HE3YiSHlrcM8kGfUPFHxzDlK4Wp+iYBMpnPJQ2oTDmtw4v3LeEgFUMkM+nSClaZxNof3cojAEVc0TLCCgaGhA/t9cgJETEIZdbXHQ+cKpIRyoMEoLSGBGN2q9YmA0DB8lQUjxY6VBiUWfZPARFLSJyfypFEEvXQN1FDdOSC3BLSx9gdU8CE8WDGA4M4BDTwFggJ+eCqpE4uEcDvBPGAgglyarDgE2mAIBjG0Ok+kfPOXhm6C+oABnTWNXzbQAAyT1C7N0IlmTUVcdmVUPpeJdAA/AkqVi76FvGCpVTfqmGPgpkUd9VGCZUEE5QICwZRFPZc2mh+PYa4pvUBAO5hqOdsQVmHwZkGdlgSzrzJUNAgAtHYrXWBdoBp1tcAs1k/NaUcRWNEtYjal+IRaraqpjAQArcDWyIIkmw4RuSWYp/mzYnV4tdyi0LeiNOCPK7nrXu5vpQVGvmxHhancFyN0KD2RL3oE095+ruM5350vf+u62vSTJ7nPxy18mmHe//Q3wC95rTgEbuFmfK/CBF2xPHOymKgy+yoNgA+EIW0W3ALawhi92mgpr+CkTPphBPwxcDJNTCX/z7wG4ilMSI4PDJ44B7GAgDXDgzcUPCTEV15AAGoEKxxkxsVHXsICpeajFQG4TZ2LMUfaaKEbPTPJAtEIaZezQrSKGctCkvI+B7fiAYcRVen2QEK1lmcsDIcyWfnEOLkK2oFrGMppvQeUhs8CZ8CtknOfc5VH1pqn/0vJd+WwLNdv5gBS1h7CgbGMW0iAARO1wMqFnQWVleMQwi2Y0aRjArmpNWh8DU8ZTJyHd9qiUO8r9NC/UbOW+MsGTLnlAb1W9C7t4aHaSnp87af0OKriF1/xFLrDxq65h43csxm5vx5JNXrswm7xUePZ1fSPt5RJgvEAOAQA7)

2.Manhattan Algorithm

According to this interesting paper, Manhattan distance (L1 norm) may be preferable to Euclidean distance (L2 norm) for the case of **high dimensional** data in order to improve the results of distance-based algorithms, like clustering
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3. Hamming algorithm

**Hamming distance** can be used to measure how many attributes must be changed in order to match one another. We can calculate the ratio to determine the similarity (or difference) between two data points using the **simple matching coefficient**:

4.Cosine distance

If we care about the direction of the data rather than the magnitude, then using the **cosine distance** is a common approach. It computes the dot product of the two data points divided by the product of their magnitude. Cosine distance, together with the term/document matrix, is commonly used to measure the similarity between documents.